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Example 6.24. Medical Diagnostic: Because a new medical pro-
cedure has been shown to be effective in the early detection of an
illness, a medical screening of the population is proposed. The
probability that the test correctly identifies someone with the ill-
P(Tf.' D) =0-%9 ness as positive is 0.99, and the probability that the test correctly e
identifies someone without the illness as negative is 0.95. The in-F ( Tp l b)
fLT;- |D) = 0.01 cidence of the illness in the general population is ().0001. You take 20.95
the test, and the result is positive. What is the/ probability that
you have the illness? [12] Ex. P(D)= 10 r (l_rl D) =o0.05
Let D denote the event #hat you have the illness, and let Tp
denote the event that th#test signals positive.

p(DnTy) _ P(TpID) rD) _ 0.99x15" = 4 06 9o
PLD[TP)=__-—5 = (Te D) = DB.0S501 0.002
f(Te) P(Tp)

() =P(T,ID)F(D)+  P(TpID)P(D)

0.99 x’loﬁlf - (0.05)(1 10"

=(0-.-050
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— Example 6.25. Bayesian networks are used on the Web sites of
high-technology manufacturers to allow customers to quickly di-
agnose problems with products. An oversimplified example is pre-
sented here.
A printer manufacturer obtained the following probabilities from
a database of test results. [Priterfailires are associated withythwee P(H) =01
types of problems: lhardware, software, and ether (such as connec- FL$) =0.¢
tors), with probabilitiesi0:1;70:6, andi0:3, respectively. The prob- ¢ 0) = 0.3

]
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Priafes  dfeiilbve —
P(FIH) = 0.9
F(F|s) =o.2
ability of a printer failure given a hardware problem is 0.9, given ,, - -
- : _ P(F|]o) =0.s
a software problem is 0.2, and given any other type of problem is
0.5. If a customer enters the manufacturers Web site to diagnose
a printer failure, what is the most likely cause of the problem?
Let the events H, S, and O denote a hardware, software, or
other problem, respectively, and let F' denote a printer failure.
plnne) _P(FIR Pty o.axoq = _14 co.,e

s (LU | IS TS Y

one =) _PLFIS)PLS) _ .ax.C _ 1 ,

i P(s|F) = PLenr) < ARSI PRS2 x =1 2033

— PLF) PLF) Y2

lecet\ F(O)F) = PLOOR) PLFIO) FIO) _ ,5%.% - = €0, 41¢7

o PLF) f(F) 0oL M
p(F) = P(FOw) +P(Ens) +e(Fn0o) =¢(FIH)P(H) +P(FIS)els) re(=)o)

e (o)

6.2 Event-based Independence _ Q%] T.2x0.[ +.5%x.3 2 0.3¢

Plenty of random things happen in the world all the time, most of
which have nothing to do with one another. If you toss a coin and
I roll a dice, the probability that you get heads is 1/2 regardless
of the outcome of my dice. Events that in this way are unrelated
to each other are called independent.

6.26. Sometimes our definition for independence above does not
agree with the everyday-language use of the word “independence”.
Hence, many authors use the term “statistically independence” to
distinguish it from other definitions.

In qeneral,  PLANG) = F(BIA) PLA) < P(AIB) P(8)
Definition 6.27. Two events A, B are called (statistically) én-

dependent if
I - P(ANB)=P(A)P(B) (8)
e Notation: A Il B (ﬂc,cqn *h-\o-.-t- ALBR m™ens A end 3
s A-.l N O;n'\'
e Read “A and B are independent” or “A is independent of B” e T )

o We call the multiplication rule for probabilities.
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dependent if
dipdmt, P(ANB)=P(4)P(B) (s)
e Notation: A Il B (ﬂccﬂ” ot AL R ™eens Aoand B

) o ae A-.l‘). m'n'\)
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P(A18) LD - pia)
)

P(Aan)=PLA)PLB) —

[, ftan8) _pe)

Plolay A
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e If two events are not independent, they are dependent. If
two events are dependent, the probability of one changes with
the knowledge of whether the other has occurred.

e In classical probability, this is equivalent to

[ AN B[Q] = [A]lB.

6.28. Intuition: Again, here is how you should think about inde-
pendent events: “If one event has occurred, the probability of the
other does not change.”

P(A|B) = P(A) and P(B|A) = P(B). 9)

In other words, “the unconditional and the conditional probabil-
ities are the same”. We can almost use @D as the definitions for
independence. However, we use instead because it also works
with events whose probabilities are zero. In fact, in [6.30, we show
how @ can be used to define independence with extra condition
that deals with the case when zero probability is involved.

Example 6.29. (Slide) [24, Ex. 5.4] Which of the following pairs

of events are independent?
A 8

(a) The card is a club, and the card is black.
8
(b) The card is zﬁ{ing, and the card is black.

(e rlm:%“% Lo e :%‘:“_’;
Plo) = 25 = 1 {ORS,
P(ANR) 04> =$ # PA)PLB) P(ANnG) 23%;*:7—-12 = PIAYI(B)
Not inadesend ent AlLB

6.30. Two events A, B with positive probabilities are independent
if and only if P (B|A) = P (B), which is equivalent to P (A |B) =
P (A).

When A and/or B has zero probability, A and B are automat-
ically independent.

99



Suppese P(AY =0 = fLANB)=0O =

P(ACB) =PlAYIR) = AllB

o~ o for ony B
6.31. When nanduBihaveinonzeroyprobabilities, the following
statements are equivalent:
1) ALLB YA 1l B¢ — PlANE)=ClAe8%
2) f(AQR) = PLA) P(B) AL ™
3) P(AIB) =rLA) ) A° 1L e€

4) p(BIA) =FPLB)

6.32. If A and B are independent events, then so are A and B¢,

A and B, and A° and B¢. By interchanging the roles of A and
A¢ and/or B and B¢, it follows that if any one of the four pairs is
independent, then so are the other three. 7, p.31]

In fact, the following four statements are equivalent:

Al B, Al B¢ Al B, A°l B

Example 6.33. If P(A|B) = 0.4, P(B) = 0.8, and P(A) = 0.5,
are the events A and B independent? [12]

P[Alej 3‘ f’(A) :97\0"' ]f\o’gfﬂ""d&ﬂj‘

6.34. Keep in mind that independent and disjoint are not

synonyms. In some contexts these words can have similar mean-
ings, but this is not the case in probability.

e If two events cannot occur at the same time (they are disjoint),
are they independent? At first you might think so. After all,

they have nothing to do with each other, right? Wrong! They
have a lot to do with each other. If one has occurred, we know
for certain that the other cannot occur. [16, p 12]

e To check whether A and B are disjoint, you only need to
look at the sets themselves and see whether they have shared

Alle => PlANB) =flA)P(B)

60
Ale = PLAUp) =fLA) +FLB)



element(s). This can be answered without knowing probabil-
ities.

To check whether A and B are independent, you need to look
at the probabilities P(A), P(B), and P(AN B).

e Reminder: If events A and B are disjoint, you calculate the
probability of the union A U B by adding the probabilities
of A and B. For independent events A and B you calculate
the probability of the intersection A N B by multiplying the
probabilities of A and B.

Example 6.35. Experiment of flipping a fair coin twice. 2 =
{HH,HT,TH,TT}. Define event A to be the event that the first
flip gives a H; that is A = {HH, HT}. Event B is the event that

the second flip gives a H; that is B = {HH,TH}. Note that even
though the events A and B are not disjoint, they are independent.

Ann={Hr} F S PLAY P(6) = PLANGD
L 4 1
2 AYG OO “
= Al &

Example 6.36. Prosecutor’s fallacy: In 1999, a British jury
convicted Sally Clark of murdering two of her children who had
died suddenly at the ages of 11 and 8 weeks, respectively. A pedi-
atrician called in as an expert witness claimed that the chance of
having two cases of infant sudden death syndrome, or “cot deaths,”
in the same family was 1 in 73 million. There was no physical or
other evidence of murder, nor was there a motive. Most likely,
the jury was so impressed with the seemingly astronomical odds
against the incidents that they convicted. But where did the num-
ber come from? Data suggested that a baby born into a family
similar to the Clarks faced a 1 in 8,500 chance of dying a cot death.
Two cot deaths in the same family, it was argued, therefore had a
probability of (1/8,500)? which is roughly equal to 1/73,000.000.
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Did you spot the error? I hope you did. The computation
assumes that successive cot deaths in the same family are inde-
pendent events. This assumption is clearly questionable, and even
a person without any medical expertise might suspect that genetic
factors play a role. Indeed, it has been estimated that if there
is one cot death, the next child faces a much larger risk, perhaps
around 1/100. To find the probability of having two cot deaths in
the same family, we should thus use conditional probabilities and
arrive at the computation 1/8,500x 1/100, which equals 1/850,000.
Now, this is still a small number and might not have made the ju-
rors judge differently. But what does the probability 1/850,000
have to do with Sallys guilt? Nothing! When her first child died,
it was certified to have been from natural causes and there was
no suspicion of foul play. The probability that it would happen
again without foul play was 1/100, and if that number had been
presented to the jury, Sally would not have had to spend three
years in jail before the verdict was finally overturned and the ex-
pert witness (certainly no expert in probability) found guilty of
“serious professional misconduct.”

You may still ask the question what the probability 1/100 has
to do with Sallys guilt. Is this the probability that she is inno-
cent? Not at all. That would mean that 99% of all mothers who
experience two cot deaths are murderers! The number 1/100 is
simply the probability of a second cot death, which only means
that among all families who experience one cot death, about 1%
will suffer through another. If probability arguments are used in
court cases, it is very important that all involved parties under-
stand some basic probability. In Sallys case, nobody did.

References: [11], 118-119] and [16], 22-23].

Definition 6.37. Three events A;, Ay, A3 are independent if and
only if

P(ANAy) =P (A)P(4) ALLA,

P(A;NA3)=P(A)P(A3) A LLA,

P (AN Ag) = P(Ay) P(A;) ALl A,
P(Al ﬁAQ ﬂAg) == P(Al)P(AQ)P(Ag)



Remarks:

(a) When the first three equations hold, we say that the three
events are pairwise independent.

(b) We may use the term “mutually independence” to further

emphasize that we have “independence” instead of “pairwise
independence”.

Definition 6.38. The events A, Ao, ..., A, are independent if
and only if for any subcollection A;,, A, ..., 4;,,

n< & P(AilﬂAigﬂ"'ﬂAik) :P(Azl) X P(A’Lg) X e XP(AZTL)
APy As, Ay e Note that part of the requirement is that
ALLA, P(A A Ay A) = P(A) x P (Ag) x - x P (A).
A‘I ‘UAS
AL ;0.,1 Therefore, if someone tells us that the events A, Ao, ..., A,
A 1L A are independent, then one of the properties that we can con-
v 3 clude is that

ALLLA'T

P(AinAynN---NA,)=P((A P(A -+ x P(A,).
AL A (A1 N A ) =P (A1) X P(A3) x - x P(Ay)

t(A,NGNA) ® Equivalently, this is the same as the requirement that

S PIA) P(A) P(AS)

f(AznAsnAﬁ)

= 0(Ay) LA ILA)
e Note that the case when j = 1 automatically holds. The case

P LAtnA'J N Ay) when j = 0 can be regard as the () event case, which is also
trivially true.

= PLA,) P(AS) PAY)

P4 | =]]P#) VJCn] and |J]>2

JjeJ jedJ

plAO Azn/—\qu.?) Bernoulli Trials
=PLA)PLAY PE&q})nple 6.39. Consider the following random experiments

Fli in'10imes” We are interested in th ber of head
FLA,O A.NAN S&_)') 1P§com imes. We are interested in the number of heads
obtained.

SPLAN A PLAY PLAN) |
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(b) Of all bits transmitted through a digital transmission channel,
10% are received in error. We are interested in the number of
bits in error in the next five bits transmitted.

(c) A multiple-choice test contains 10 questions, each with four
choices, and you guess at each question. We are interested in
the number of questions answered correctly.

These examples illustrate that a general probability model that
includes these experiments as particular cases would be very useful.

Example 6.40. Each of the random experiments in Example |6.39
can be thought of as consisting of a series of repeated, random
trials. In all cases, we are interested in the number of trials that
meet a specified criterion. The outcome from each trial either
meets the criterion or it does not; consequently, each trial can be
summarized as resulting in either a success or a failure.

Definition 6.41. A Bernoulli trial involves performing an ex-
periment once and noting whether a particular event A occurs.
The outcome of the Bernoulli trial is said to be

(a) a “success” if A occurs and 1 I+ die
(b) a “failure” otherwise. O T netdic

We may view the outcome of a single Bernoulli trial as the out-
come of a toss of an unfair coin for which the probability of heads
(success) is p = P(A) and the probability of tails (failure) is 1 — p.

e The labeling (“success” and “failure”) is not meant to be lit-
eral and sometimes has nothing to do with the everyday mean-

ing of the words. We can just as well use A and B or 0 and
1.

Example 6.42. Examples of Bernoulli trials: Flipping a coin,
deciding to vote for candidate A or candidate B, giving birth to
a boy or girl, buying or not buying a product, being cured or not
being cured, even dying or living are examples of Bernoulli trials.
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e Actions that have multiple outcomes can also be modeled as
Bernoulli trials if the question you are asking can be phrased
in a way that has a yes or no answer, such as “Did the dice
land on the number 47" or “Is there any ice left on the North

Pole?”

Definition 6.43. (Indépendent)lBernoulli Trials = a Bernoulli
trial is repeated many times.

(a) It is usually assumed that the trials are independent. This
implies that the outcome from one trial has no effect on the
outcome to be obtained from any other trial.

(b) Furthermore, it is often reasonable to assume that the prob-
ability of a success in each trial is constant.

An outcome of the complete experiment is a sequence of suc-
" cesses and failures which can be denoted by al sequence of ones

A and zeroes.
)l HHTWH .- T

: xample 6.44. If we toss unfair coin n times, we obtain the
space¥) = {H,T}" consisting of 2" elements of the form (w1, wo, . .., wy,)

where w; = H or T.

Theve /¢
Ao ways 1o Example 6.45. What is the probability offtwo failures and three

ds° . sStieeessesin five Bernoulli trials with success probability p.
SS SF ; N We observe that the outcomes with three successes in five trials
— T~ arell100, 11010, 11001, 10110, 10101, 10011, 01110, 01101, 01011,
Va and 00111. We note that the probability of each outcome is a

f'*“b;\;'}'/ ©' product of five probabilities, each related to one Bernoulli trial.
this prfiecl®” 1 Gutcomes with three successes, three of the probabilities are p
a o and the other two are 1 — p. Therefore, each outcome with three
P (47P)" guccesses has probability (1 — p)2 3. There are 10 of them. Hence,

P[RS 0 Ryms. (v RFSF A By S FORTILE < elees] plrues] e, =F] Al £ P[Rs=s]
Exercise 6.46 (F2011) Kakashl and Gai are eternal rivals. Kakashi
is a little stronger than Gai and hence for each time that they fight,
the probability that Kakashi wins is 0.55. In a competition, they
fight n times (where n is odd). We will assume that the results of
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the fights are independent. The one who wins more will win the

competition.
Suppose n = 3, what is the probability that Kakashi wins the
competition.
Conclusion - 3 S

P 4

The rro‘oa)a'.]i'\? é‘l: exou:.'l'/\y n, svccesses n N (:no.,.n1)
Bernoulli trials s a]vem L}/

n n, B n=ny
(n")l’ (1-¢) l\

(3)PumTT [2)=
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